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OutlineOutline

• HEP Grid Initiatives
– Research Groups / Clusters
– Cyberinfrastructure
– SPRACE

DØ MC and Data Reprocessing
CMS Tier 2

– HEPGrid-Brasil (UERJ)

• New Initiative: GridUNESP
• EELA and OSG role in Latin America
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HEP Grid Initiatives HEP Grid Initiatives 
• SPRACE

– São Paulo State University (UNESP)
– DØ and CMS

• HEPGrid
– Rio de Janeiro State University (UERJ)
– DØ and CMS

• Star–São Paulo
– University of São Paulo (USP)
– Star and Alice

• LAPE / CBPF
– Federal University of Rio de Janeiro (UFRJ) 
– Brazilian Center for Research in Physics (CBPF)
– LHCb and Atlas
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Some General RemarksSome General Remarks

• Brazil participates in the fourfour LHC Experiments

• Financial Support is limited 
– Important to share computing resources

• Partnership: CMSCMS–Fermilab Tier 1 & AtlasAtlas–BNL Tier 1
– Strong connection to OSGOSG

•• LHCbLHCb and AliceAlice: very small US participation
– Focused on European Grid solutions: EGEEEGEE

• Interoperability is an essential issue for us

• Network connection is improving very fast due to:
– ICFA Standing Committee on Interregional Connectivity (Harvey 

Newman, chair)

– CHEPREO project and WHREN-LILA link supported by NSF-FAPESP
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NetworkingNetworking

– RNP
200 Institutions @ 1 Gbps
Dark fiber in 27 metropolitan areas

– ANSP (São Paulo)
São Paulo Research Institutions
GLBX, LANautilus

– WHREN/LILA (US)
1.2 2.5 10 Gbps (2008?)

– RedCLARA (LA GEANT, EU)
155 622 Mbps
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São Paulo Regional São Paulo Regional AnalysisAnalysis CenterCenter

– The Group
• Eduardo Gregores Professor  
• Sérgio Lietti             Postdoc
• Pedro Mercadante  Postdoc
• Gustavo Pavani      Postdoc
• Rogerio Iope     System Manager  
• Marco Dias System Manager
• Thiago Tomei Graduated Student
• Wescley Teixeira Undergraduate 
• João Marques Outreach

– DØ Experiment (since 1999)
• Monte Carlo production
• Data Reprocessing

– CMS Experiment (since 2005)
• Participated in the CSA06 

– Cluster
• 90 Dual/Duo Xeon (240 processors)
• Computing Power: 300 kSi2k
• Storage Capacity : 20 TB  

– Network Connection
• Direct Gigabit connection with USA
• Direct Gigabit connection with Rio
• Optical connection for network test 
bed (UltraLight/Kyatera) 

– Grid Computing Initiatives
• Distributed Organization for Scientific    
Analysis and Research (DOSARDOSAR) site
• Operational SAMGridSAMGrid site
• Open Science GridOpen Science Grid member site
• Operating as a CMS Tier2CMS Tier2
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SPRACE Cluster InfrastructureSPRACE Cluster Infrastructure
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SPRACE SPRACE NetworkNetwork
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DOSAR & DOSAR & 
SAMGridSAMGrid
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DDØØ Data Data ReprocessingReprocessing

DØ data is often reprocessed using the latest 
version of the Reconstruction Software:

P14: November 2003-January 2004
P17: March-November 2005
P20: February-April 2007

• SPRACE 
– Participated in the P17 Reprocessing, together with seven other 

farms from US, Canada, and Europe.
– Started reprocessing in August 2005
– Reprocessed 10 Million events using SAMGrid infrastructure
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P20 DP20 DØØ ReprocessingReprocessing

OSG Clusters CPU´s (DØ)
Oklahoma University 200
Indiana University 250
NERSC – LBL 250
University of Nebraska  256
CMS FNAL 250

SPRACE  BrazilSPRACE  Brazil 230230
CC-IN2P3  Lyon 500
LOUISIANA  LTU-CCT 250 (128)
UCSD  300 (70)
PURDUE-ITaP 600 (?)

– 500 million events to be processed 
February to April 2007

– 2,300 CPU´s will be required 
30 sec per event @ 1 GHz CPU

– SAMGrid–OSG interoperability 
Jobs executed in OSG clusters
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CMS Tier 2CMS Tier 2
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Data Transfers from OSG and LCGData Transfers from OSG and LCG

16/August/200616/August/200616/August/2006

Now: 1.5 TB/day with 1 FTP serverNow: 1.5 TB/day with 1 FTP serverNow: 1.5 TB/day with 1 FTP server
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OSG/CMS OSG/CMS SetupSetup atat SPRACESPRACE

Computing Element ConfigurationComputing Element Configuration

• Site Name: SPRACE
• OSG 0.4.1 Suite
• Gums/Prima Authentication Scheme:

– Role Based Supported VO’s: 
cms, uscms, usatlas, osg, mis, fmri, 
grase, gridex, ligo, ivdgl, gadu, glow, 
cdf, nanohub, dzero, sdss, ops.

• Condor 6.7.18 Batch System with 
234 Slots

• VO Software on $OSG_APP area:
– DZero: None

Software pulled by all jobs
Jobs forwarded from SAMGrid to OSG

– CMS: CMSSW 
0_9, 1_0, 1_1 and 1_2 families
Centrally managed by CMS VO

Storage Element ConfigurationStorage Element Configuration

• Site Name: SPRACE:srm_v1
• CMS PhEDEx 2.5.0.1 data catalogue

– Node Name: T2_SPRACE_Buffer
• SRM and FTS data handling
• dCache / pNFS storage system:

– 4 dCache Pools of 1.5 TB each on
the disk server RAID-5 partitions.

– dCache Pools on a single public IP
– Plan: one pool on each worker node

• Only two servers:
– PhEDEx, SRM, dCache and pNFS
– FTP doors (6 RAID-5 partitions)   
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Gratia Usage (last month)Gratia Usage (last month)
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MonALISAMonALISA ((lastlast monthmonth))

SPRACESPRACE
SPRACESPRACE

DØDDØØ CMSCMSCMS
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Outreach: A Chart in Every SchoolOutreach: A Chart in Every School

25,000 High Schools
Discussion Forum

DRAFT
DRAFT
DRAFT
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T2T2--HepGrid HepGrid BrasilBrasil (UERJ)(UERJ)

• Timeline
– 2000: First project (T1 + several 

T2) submitted S&T Ministry
– 2001:  New Project submitted to 

FINEP by UERJ 
– 2002: FINEP – first part of the 

financial support.
– 2003: Started the hardware 

acquisition  
– 2004: HEP Grid and Digital 

Divide Workshop @ UERJ

• Hardware
– 230 processing cores
– 2 RAIDs: (2 + 1) TB
– 40 TB of HD storage (dCache)

• Connection (Fermilab Tier1)
– 4 switches Gbit Ethernet
– 1 central switch Gbit Ethernet
– 1 switch 100Mbit + Gigabit port

• Software
– All Software from Grid 

Middleware, Condor, Globus,….
– OSG (Open Science Grid)
– Ultralight
– CMS/LHC/CERN – CMSSW
– DØ/Fermilab.
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UERJ  Cluster TopologyUERJ  Cluster Topology
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Site Overview and Installed Software Site Overview and Installed Software 

Phedex
headnode

Phedex 2.6

Rocks
headnode

Rocks 4.2.1

Condor 6.8.4

replica
Server

Replica
Manager

dCache admin
headnode

dCache 1.7

osgce
Server

OSG 0.4.1

srm
Server

srm

devel
headnode

Tests

gridftp1
Server

dCache 1.7

prod-frontend

devel-frontend

Squid
CentOS 4.4

CentOS 4.4

CentOS 4.4

CentOS 4.4

CentOS 4.4

CentOS 4.4

RHEL 3
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Students and Physics TopicsStudents and Physics Topics

• DØ
– Ana Carolina (PhD): J/Psi Diffractive Production
– Helena Malbouisson (PhD): Diffractive Structure Function 
– Renata Rodrigues (PhD): Diffractive Jets

• CMS
– Dilson Damião (MS, PhD): J/Psi Diffractive Production 
– Antonio V. Pereira (MS, PhD): ttbar Diffractive Production
– Marco Pacheco (MS, PhD): WW Diffractive Production
– Sheila Mara (MS): Double Diffraction  
– Diogo Franczosi: Vector Boson Scattering  
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GridUNESPGridUNESP

Support Support 
MCT/FinepMCT/Finep
US$ 2 MUS$ 2 M

High Energy Physics
Lattice QCD
High Tc
Superconductivity
Bioinformatics
Genomics & Cancer 
Studies
Protein Folding
Molecular Biology
Geological & 
Hydrographic Modeling
Fluid Dynamics & 
Turbulence
Numerical Methods in 
Mechanical Engineering. 
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São Paulo StateSão Paulo State

1/5 Brazilian Population1/5 Brazilian Population
15 million Italians 15 million Italians 
7 million Portuguese and Spanish 7 million Portuguese and Spanish 
5 million Lebanese & Syrians5 million Lebanese & Syrians
4 million Asians4 million Asians
3 million Germanys3 million Germanys

1/3 Brazilian Economy1/3 Brazilian Economy

Size (250K kmSize (250K km22) ) ≈≈ United KingdomUnited Kingdom
Population (40.5M) Population (40.5M) ≈≈ SpainSpain
GDP/PPP ($ 500B) GDP/PPP ($ 500B) ≈≈ 2 2 XX SwitzerlandSwitzerland

The World Fact Book (CIA)
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GridUNESP: 1,920 Processing CoresGridUNESP: 1,920 Processing Cores

RAID

Servidor
Proces.

&
Armaz.

Nobreak

Switch

Central Cluster
1 Processing Server + 3 Storage Servers

128 two Quad Core Intel Xeon processor (InfiniBand)
RAID: 64 X 500 GB = 32 TB

Distributed Clusters
1 Server

16 two Quad Core nodes
RAID = 4 TB 

+ 4 X+ 4 X 7 X7 X
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Organization ChartOrganization Chart
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Timeline and MilestonesTimeline and Milestones
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Data Data CenterCenter FloorFloor PlanPlan

7,500 square feet7,500 square feet7,500 square feet
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ChallengesChallenges

• The implementation the physical infrastructure is the 
first and easiest step.

• The real challenge is to make GridUNESP a really 
useful infrastructure for all the research groups of the 
university:

– Deploy a network connection compatible with the Grid 
requirements

– Provide 24/7 support to the system 
– Provide training to the system managers and  researchers
– Implement a portal for job submission
– Provide permanent support to users
– Incorporate new computing resources
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EE--Infrastructure shared between Europe Infrastructure shared between Europe 
and Latin America (EELA)and Latin America (EELA)
• Purposes:

– Bridge consolidated e-Infrastructure initiatives in Europe and 
emerging ones in LA and establish a collaborative network 

Set up the structure for collaboration network
Implement support mechanisms
Establish policies for sharing the e-Infrastructure
Identify new areas of collaboration and partners, both in Europe and LA

– Help to leverage e-Infrastructure in Latin America
Implement basic mechanisms for an interoperable e-Infrastructure
Set up a testbed, establish VO’s and support developers and users

– Promote a sustainable framework for e-Science in LA
Identify research communities and applications
Support dissemination efforts
Define a roadmap for a consolidated e-Infrastructure in LA
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EELA Partners & BudgetEELA Partners & Budget

Total Budget   Total Budget   
€€ 2.6 M (EC: 2.6 M (EC: €€ 1.7 M)1.7 M)
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2008: EELA2008: EELA––2  (2  (Budget = Budget = €€ 4 4 –– 5 M)5 M)
• Participating countries 

– Europe: 
France, Italy, Portugal, Spain

– Latin America: 
Argentina, Brazil, Chile, Colombia, 
Cuba, Ecuador, Mexico, Peru, Uruguay, 
Venezuela

• Networking Activities
– Management of the IP
– Dissemination and Community 

Building
– Training

Set-up and Management of a training 
infrastructure and material repository
Delivery of training and induction 
courses

– Application and Community Support
Support for Bio-medicine, Climate, e-
Education, Earth Science, Physics, e-
Government communities

• Joint Research Activities
– Development of Services for 

Applications
Middleware interoperability
Applications’ requirements collection
Development of Grid and Network 
Services for Applications

• Service Activities
– Grid Operations, Support and 

Management
Management and coordination  
Grid Deployment,  Site Certification and 
Operations
Users’ Support, including VO Services 

– Network Resource Provision
Overall networking coordination
Network Operations Centre
End-to-end Service Level Agreements
Liaison with Network Providers
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What about a similar initiative from OSG?What about a similar initiative from OSG?

– Bridge e-Infrastructure initiatives in US and Latin America 
Establish support mechanisms for LA initiatives
Promote exchange of experts / developers / users 
Provide training for newcomers 
Identify research communities and applications
Promote the OSG framework for e-Science in Latin America

– How we could help:
Look for joint financial support, e.g. NSF-FAPESP partnership
Identify partners in the IT industry for hardware deployment 
Identify new communities and applications for sharing the e-Infrastructure
Implement the necessary infrastructure for training: Educational Grid 
Gather talented students through a Grid training program
Organize a Summer Grid School in Brazil (inauguration of GridUNESP?)
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